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The field of experimental psychology, especially neuersi, is exploding with
important advances in research and medical technolgiekhas significant findings in
brain/behavior relationships. As Hedges & Burchfield hawevshin their chapter of this
volume, the history of neuroscience research on depressiilled with noteworthy
developments. For this reason, the current assurspdioch overall view of neuroscience
research appear to have served this field well. Why, therore alternatives? Why describe in
this chapter a different set of presuppositions for newgnseiinquiry?

The answer is at least twofold. First, presuppositawasotoriously difficult to critically
examine and test. They occur at such a basic andwftenlized level that testing them
scientifically is difficult, if not impossible. In &, we will argue that the current assumptions of
neuroscience have nbeen empirically tested. Second, there is reasbelieve that some of
the main assumptions of neuroscience, at least as towitsy many, are somewhat constricted
and often misleading. We will try to show in this chaphbat a better approach might be
possible, one that is more consistent with currentassignce research and more stimulating for
future investigations.

Our alternative is a particular kind of monism or onsrefamind and body that we
believe is more in keeping with the original pionears gpirit of neuroscience. Indeed, we hold
that many neuroscientists already assume this typ@oism informally. Our job is to articulate
it more fully for possible use in experimental reseanoti practical application. Consequently,

we outline some of the implications of this altermattonception for neuroscience, using
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research on children who are diagnosed with AttentioficDélyperactivity Disorder (ADHD)
as an example of how this alternative view of inqumght make a significant and positive
contribution.

Current Assumptions

Perhaps the central presupposition of neuroscience iththatechanisms of biology are
sufficient to explain the human mind and behaviorsother words, many neuroscience
researchers assume that they can explain their §iadirclusively in terms of biological
mechanisms. Consider the research on children diagmadedDHD. Kirley et al. (2002) and
Hawi et al., (2002), for example, indicate that abnditi@a in the dopamine and serotonin
systems of the prefrontal cortex and related subcogystems explain (or are responsible for)
the distractibility of ADHD children. Although these easchers placed several qualifications
on their conclusions, it is clear they considered bicldactors in the brain to be responsible
for the behavioral effects that occurred in the imdlials of their study who were diagnosed with
ADHD. No other factors than biological were identifeesihaving this responsibility, even
partially. The biology of the body alone was assutodae sufficient to explain and account for
their research findings.

This presupposition or assumption is known generalipaterialism — the_sufficiency
of the material of the body (biology) alone for edplng our minds and behaviors (Chapter 5;
Churchland, 1986; Dupre’, 1993; Fisher, 1997; Muse, 1997). This assunggmieommon in
neuroscience that it is rarely made explicit or fdimea. Indeed, few neuroscientists
specifically argue for it, and many neuroscientists n@yfarmally intend to make this

assumption._They are merely using the traditionalasaiions and methods of their discipline

which allows them to garner research funding and publehfihdings. Yet, this lack of
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explicit intention does not mean that this presupposisioiot assumed. As noted neuroscientist
Elliot S. Valenstein (1998) observes, “It was not so Veng ago that the cause of mental
disorders was thought to be rooted in early experiendbsmwine family, but now it is widely
believed by most authorities and the public alike that#hese is a chemical imbalance in the
brain . ... Brain chemistry is believed to be owlly the cause of mental disorders, but also the
explanation of the normal variations in personalitg @ehavior” (p. 1).

Two features of materialism will help clarify hawaterialism is assumed in

neuroscience. First, materialism does not meanrherely the importancef the body. As we

will show, our alternative to this assumption alsaines the importance of biology and the

body. Materialism (and sufficiency) here means @sigk relianceon mechanisms of the body

for explanation — whereby other, nonmaterial and nonbicdbgactors are viewed as less than
fundamental or unimportant (see Hedges & Burchfield, thisrae). Materialism in this sense
does not mean the nonexisteméehe nonbiological factors; it means their lackmoportance.
Only the matter matters. If nonbiological factors wieiredamental or important, they would be
involved in this research at the outset or describedséiaatly missing for full understanding
and explanation.

The second feature of this materialist assumptioraisitionly pertains to the
explanations or interpretations made of neuroscience miattég the data themselves. For
example, the data of Kirley et al., (2002) and Hawi.e{(2002) may clearly indicate the
involvement of neurotransmitter abnormalities in therdaibility of those diagnosed with
ADHD. However, it is the assumption of materialismot the data — that leads these
researchers to make the additioméérence that onlyiological factors are involved in their

findings. These researchers do not state this infeeeitly, but they interpret and explain
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their findings as though nonbiological factors are irr@iévo their data. The problem is that no
data in these studies support this interpretation. In@dsade will show, it would be a very rare
piece of research that coulasbke the additional inference that nonbiologicaldest(e.g.,

culture, spirit) can be ruled out as important in ipteting the results. This interpretation is
typically made because of a usually unexamined theatassumption — the assumption that the
biological is sufficient for such explanations.

Even when nonbiological factors have demonstrated inawdwe in a psychological
disorder, neuroscience research is primarily interprasatibiological factors are sufficient
(Churchland, 1986). In ADHD research, for example, tieecensiderable evidence that
environmental factors, such as family-environment (Biedaretal., 1995), play an important
role. Still, few neuroscience researchers assdbsw biological and environmental factors
involved in ADHD. Common research practices, especilfd these researchers to assume
that they can conduct their studies and explain theimiggdwithout reference to nonbiological
realities. Researchers may assume they can lispeaific study to the biological only, with
some other investigator studying the nonbiological facetiseofopic of interest. However, this
assumption is still materialistic because it assutingisthe biological cabe studied without the
nonbiological, or, to put it another way, that the nordgadal is not needed to make sense of the
biological.

Many neuroscientists also couch their explanationgalified terms, such as “is
implicated in,” “plays a role in,” and “contributes’te as in “serotonin systems play a rale
ADHD distractibility.” This terminology implies thaither factors could be involved — play a
role — in the object of inquiry (e.g., ADHD distractity). We support this qualification, as our

own alternative will show. Still, such qualificatiods not violate the assumption of materialism
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unless nohiological factors are the “other factors” to whichg@ejualifications refer. A quick
review of neuroscience articles, however, showstthaiqualifying terminology refers

primarily, if not exclusively, to other biological factorNonbiological factors are seldom

implied, let alone explicitly noted in this regard, leaythe assumed sufficiency of the
biological (materialism) intact.

Again, we recognize that materialism is so common urosxience that it is rarely made
explicit or formalized. Few neuroscientists specifjcargue for it, and many may not formally
intend to make this assumption at all. They are mdodiywing the traditional explanations and
methods of their discipline. However, our point hisrdhat this lack of explicit intention does
not prevent the assumption of materialism from beinigemitial to those who read and consume
neuroscience articles — such as students, physicianaytpablic, drug company executives,
and psychologists — thus having potentially significant praktmplications.

Implications of Current Assumptions

Let us take a look at some of these implications, ealheais neuroscience research is
interpreted by psychologists, students, and the general pWgkowill see that the assumption of
materialism, however unintended, is a potent force ichpE@gy, neuroscience, medicine, and
society. The power of the pharmaceutical industry ibgges one of the primary and continuing
impetuses for this materialist interpretation (RelmaAr&ell, 2002). If a person’s biology
(e.g., brain electrophysiology) is solelsponsible for his or her emotion and behavior (e.g.,
ADHD, depression), then drugs are an effective and eeayment for changing emotion and
behavior, which benefits the pharmaceutical industryhayever, nonbiological factors are also

important to mood and behavior, then these drugs could beyeetees less effective, resulting
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in decreased pharmaceutical revenues. In other whts, are significant economic forces that
support the assumption that nonbiological factors are poritant.

What types of nonbiological factors might there be@niylscholars have suggested, for
example, that culture is an important consideratiomateustanding and accounting for human
behavior (Geertz, 1973; Ratner, 1997; Richardson, FowersjignGn, 1999; Shweder, 1991).
If culture is not a biological factor, as many schelresume (see Pinker, 2002 for alternative
view), then materialism would imply that the researshdo not need culture to explain their
findings. In this sense, explaining the distractibitifyADHD children requires only brain
mechanisms and not cultural factors. After all, Kiryal., (2002) and Hawi et al., (2002)
(above) did not present their findings as if they wacemplete, requiring cultural factors to
make full sense of their data. Their explanations médae that they believed the biological
mechanisms cited in their articles were alone resptnfr their findings.

By contrast, the importance of nonbiological factas long been widely recognized in
psychology and psychiatry, as evidenced by the number of cordpeord models — “bio-
psycho-socio-etc.” — that are proposed as alternativegterialism in psychology (e.g., Paris,
1998; Sarafino, 2001; Whitbourne, 2060T.hese models show how many scientists sense the
incompleteness of materialist explanations and postal@umber of other factors, such as
culture (the “socio”), to make them complét&Ve support these efforts. However, these
compound-word alternatives rarely serve as true alieesato current neuroscience
assumptions. As we will see, many compound-word congept&tain assumptions associated
with materialism and overlook the most difficult issafenaterialism — the issue of human

agency.
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Agency Human agency is the notion that humans havewikehoices, or
possibilities. Whatever humans do — how ever they thiokeehave — the notion of agency says
that they could have acted or thought otherwise (Ryctl&8; Slife & Fisher, 2000). Human
agency is rarely mentioned in neuroscience researclChapter 5 explains, the assumption of
materialism — the custom of explaining things as thougbitilegical were sufficient in itself —
has led neuroscientists to present their findings ey were complete without human agency.
This is not to say that some neuroscientists do notresguformallythat something like agency,
such as top-down causation, is occurring in the humad,miith some assuming it more
formally (e.g., Brown, Murphy, & Maloney, 1997). Nevertsd, most neuroscientists make no
mention at all of agentic factors in their reseaegorts. They, instead, explain their findings
using conventional understandings of biology, such as hdws. The clear implication to the
lay consumers of this research is that they considdwgical mechanisms to be solely
responsible for their findings.

If biological mechanisms alely responsible — sufficient in themselves to erpla
human behaviors, thoughts, and values — the implicatitimat agentic factors, such as a

person’s decisions, cannbé responsible, even partially. Some neurosciemhigilt say these

decisions are themselves taking place in the brauh @nwe will later describe, there is an
important sense in which we agree). Still, it is tneg to assume that decisions take place in
the brain and quite another to assume that the meschamif biology are solely responsible for

these “decisions.” In other words, the issue heretishe importance of biology per;d&e

issue here is the adequacy of the mechanistic interprettbiology By mechanistic, we

mean that biology is frequently understood to be governga@mntrolled by natural laws (causal
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necessity), much as machines are considered to be lehtyg natural laws — hence the label
“mechanistic.”

With this interpretation, human action, and thus ba&iion, is no different from any
other natural event. The natural event of a bouldéngaliown a mountain is not considered to
be agentically responsible for the direction it rollshe boulder cannot do otherwise than what
natural physical laws — the mechanisms of nature — dicfdte.boulder thus has no self-directed
possibilities and thus no agency. It might seem fltyatk about boulders in this manner —
analogizing boulder actions to human actions — but we usarhiogy to raise the natural law
qguestion: If our brains are governed by natural laws, wpg@ our brains, and thus our minds,
to be different in kind from the boulder rolling down aumtain?

We should be clear that we, like many neuroscientstssider our brains to be quite
different from boulders. The boulder analogy is anant to help us begin to understand the
reason for this difference. Or put another way, thaagy is intended to help us understand
how the brain and the boulder hawebe different: they both cannot be governed by nalaned
in the same sense. Otherwise, our actions are ne muwposeful and meaningful than those of
the boulder.

We recognize that some people may contend that the bauld®gy is too simple — that
biochemical processes are far more complex than @&ordlling down a mountain. Some may
even hold that such processes are so complicatedéyemergento a different form
altogether, with different qualities and properties (8gown, Murphy, & Maloney, 1997;
Brown, 2002). However, the question here is: do thesegemieprocesses transcend the

determinants of natural law? In other words, thesegss®s could have quite different
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properties from those they emerged from, without thespeties escaping the control and
determinism of natural laws.

Complicating our boulder analogy might help illustrdtis issue. We could enlist
millions of boulders for our analogy, rolling down complaountains and hitting one another in
complicated ways. There is no doubt that we would laafascinating system of boulders
interacting in patterned and perhaps even “emergent” widgsvever, there is also no doubt that
most people would view this system of complex boulder intenas as still controlled and
ultimately determined by natural laws. Neuroscientistg saspect that biochemical processes
are different even from such boulder systems, butdheral law question is again pertinent: Do
these differences include the escape of natural lawsygbévthe reason the boulder analogy
seems oversimplified is agency itself. That is, lmains have a kind of agency and are not
merely a complex system of natural laws.

Mixing Agency and Natural LawCan we put agency and natural law together in the

same explanation? Let us return to our boulder analogyetpr If the boulder was to roll into a
hiker, we would likely notold the boulder agentically responsible for the hikijisries,
because the boulder could not have done otherwisetttah iFrom this same mechanistic,
natural law governed point of view, humans would have rssiptities in this agentic sense and
could not be held agentically responsible for their acti®yshlak, 1988; Slife & Williams,
1995). The good deeds of humans could not be praised andrimémat actions could not be
blamed, because the people involved in these behaviorswateuttimately responsible for them
(Honderich, 1988, 1993; Pereboom, 2001). Even a person’s degreesions, and preferences
would be totally determined by natural laws and thus deternbpelde causal necessity of the

relevant neurochemical procesées.
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The responsibility issue has led some neuroscientisectmnize the importance of
agency in the brain. Pinker (2002), for example, stragivdrdly acknowledges its importance
in this passage: “The experience of choosing is natiafiiregardless of how the brain works.
It is a real neural process, with the obvious functibselecting behavior according to its
foreseeable consequences” (p. 174). The problem is thatviftéehoosing) and determinism
(mechanistic processes) are typically viewed as incobipatith one another (Rychlak, 1981,
Slife & Fisher, 1999). How, then, can agency be a ‘meatal process” and thus allow for
personal and agentic responsibility?

First, there is an important sense in which matenmaffiows a type of responsibility.
After all, when the boulder hits the hiker, there iea sense in which the boulderésponsible
for the hiker’s injuries. Similarly, there is a sems&hich persons acting criminally — whether
or not they are controlled by external means suclatsal laws — are responsible for their
actions (Slife, Yanchar, & Williams, 1999). However, tiBiiot the type of responsibility in
guestion here. The issue in question is whether thel&oahd human criminals could have
directed themselves to act otherwise than they didhisrchapter, we have consistently referred

to this issue as agentic responsibilityithout agentic responsibility, the boulder and cnizhi

haveto act the way they do, because the natural laws ancigdgs that govern all natural events
determine them.

A major problem with this deterministic feature of matksim is that many people
believe that humans have agency, and thus some agepansdility for their actions. This
belief might be easily discounted if it were merdlg belief of naive lay persons. However,
many prominent scholars and researchers of many disegpiave contended that agency is a

basic characteristic of humanity (Van Inwagen, 1983). [&We for instance, presumes that
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humans have agency until proven otherwise (Rychlak & R¥¢HI998), and ethicists assume
that moral actions require specifically agemasponsibility (cf. Richardson, Fowers, &
Guignon, 1999). In addition, many psychologists and newotssis hold that humans are
agentically responsible and thus self-determined in thie semse (Brown, 2002; Howard,
1994b; Pinker, 2002; Rychlak, 1988).

Although the amount of self-determination may be in qoeshumans are frequently
thought to make decisions and choices that are reflectedir behavior and attitudes. Unlike
boulders, and even complex interactions among millidrimulders, humans are thought to act
purposefully, choosing one possibility from among othadsimnplying that there are reasons or
meanings involved in the particular possibility chosenthis sense, a good deed from a human
being is meaningful because the person could have acted/isie A “good deed” from a
computer, on the other hand, is not meaningful in theesssanse because it could not have acted
otherwise than what the mechanisms of its hardwareaitdare specify. Thus, many scholars
and researchers believe that agency is necessanefning as well as agentic responsibility. In
other words, neither meaning nor agentic responsibilityssipte if biological mechanisms are
the onlyfactors responsible for our behaviors and thus arecaiffifor explanation. Humans
would not be different, in this sense, from a computdésifack of agentic responsibility —
another type of mechanism.

Materialism as a One-Sided Dualism

This problem of agency is the reason that some havéheaassumption of materialism
as a one-sided dualism (Chapter 5; Muse, 1997). Conventismasided) dualism is the notion
that humans have two (dual) separate realities — thatenial mind and the material body. The

philosopher Rene Descartes is noted for believing thastwhb realities are necessary to truly
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understand humans (Descartes, 1641/1952). In fact, the problgency is one of the main
reasons he felt it necessary to postulate two sepaatees (Griffin, 2000; Toulmin, 1990).
Although Descartes would have agreed with today’s neumistie that the body is best
understood as a predictable reality, governed by naturaltaachanism), he realized that such
entities are rarely considered agentic. As we hawisied, mechanisms such as computers
cannot do other than what they are told through thetvare and software, so Descartes
formulated a second, nonmechanistic reality to housecggethe mind,

Few neuroscientists have followed Descartes’ leathdoesing this second reality.
Indeed, many neuroscientists have argued that they aretsnpmih only one reality) because
their explanations assume that otilg body is responsible for behavior, including whathinize
considered “agentic” or decision-making behavior. If thisue, then they are materialists in the
sense we have defined it here, because this type of mevosild imply the sufficiency of the
body and the biological for their explanations. Howgas Chapter 5 describes, this materialist
position can also be understood as a one-sided dualisnm.isThauroscientists could merely be
focusing on the body side of Descartes’ dualism, ignoringt\Wescartes considered the mind,
and keeping all the other assumptions of Descartes intact.

The obvious problem with this understanding is that newnseiis, in an important
sense, all about the mind. This discipline investigatdsdalves into memory, intelligence,
decision-making, and a host of other topics involving thednthe “neuro” of neuroscience
denoting this fact. Still, it is also clear that mamguroscientists view the mind as a mechanism
of the body or the brain. Just as they have asstima¢the material of the body is sufficient to
explain the body, they have assumed that the matdribé body is sufficient to explain the

mind, another form of materialism.
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If, however, the material of the body works mechacadly, then the agency that
Descartes housed in the mind either remains to be egplair does not occur. The brain would
work like any other natural object — bound by natural lakesthe boulder or the computer — and
disallow true choices and decisions, meaning and persssginsibility. We say truehoices
and decisions because choices and decisions that arellednultimately by external entities,
such as natural laws, are not truly the choices angidasiof the persons supposedly making
them; they are the “decisions” of the natural laved ttontrol them. It is this sense in which
many neuroscientists can be said to be one-sided duatisti®rialism prevents them from
accounting for botlgualities of the Cartesian mind — especially its ageniaities — so they
focus on the mechanisms of the body. This does not thaaithe body is not vitally involved in
decision-making and choosing, but it does mean that desisiod choices, and thus the mind in
Descartes’ sense, cannot be explained as the produdciadibal mechanism.

There is also considerable historic evidence, as Chaateyues, that this one-sided
dualism (materialism) is method-driven. That is, thginal move of neuroscience to the body
was not the result of neuroscience data. Early sstentioved toward the bodily and material

side of Descartes’ dualism because of their methaatsbecause they deemed the bodily side

sufficient in itself for understanding human behaviohe Tethods that had worked so well in
the natural sciences were specifically formulatedvaterial and non-agentic objects. These
scientists had no methods to study the Cartesian mind,ileteey had wanted to. The Cartesian
mind was immaterial and filled with, presumably, an unjotetle free will. Understandably,
they ignored study of this notion of the mind and focuse@a&uason the body, with its

mechanistic predictability.
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The point is that there is an important sense in wheroscience explanations are
dualistic, because they have not — under the assumptmatefialism — accounted for
important, agentic qualities of the mind. Some scholag loelieve they have evidence that
agentic qualities do not exist. They might argue that seience data indicate the elimination
or nonexistence of agentic qualities because biologicehamsms are sufficient in themselves
(Churchland, 1986; cf. Pinker, 2002; Valenstein, 1988). Howevevedmve discussed above,
the sufficiency of the mechanistic and the eliminatbagency are the result of inferences
beyond what the data can support. In other words, assurstave been made in the
interpretation of the data, such as materialism, withioe data requiring these assumptions (see
“Current Assumptions” section). If this is true, thbere is no evidence agairaiency; there
are only interpretations made about the data that omiticgges a consideration rather than
eliminate it as a reality, leaving a one-sided dualism.

This creates an interesting dilemma, which is a modariation of the ancient
mind/body problem. Materialism presumes that the meshenof the body are sufficient and
thus operate like any other natural process, whereas agesstymes that at least some qualities
of the mind are not mechanistic in this sense and cdmnobntrolled by natural (biological)
laws. Either humans have a predictable mind thatriralbled mechanistically by the body (its
neurobiology), but unfortunately cannot have meaning and agesgonsibility. Or humans
have an unpredictable mind that is controlled agentitsilys choices and decisions, but has
little scientific merit and conflicts with the predadtility of many neuroscience findings.

The Alternative — Holistic Monism

In this section, we explore the possibility of a monthiat may resolve this dilemma in a

way that is consistent with neuroscience findings. H@wndo conceive of a monism, we have
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to know its requirements, so we begin by attempting tafclahat these might be. This
clarification will also help us to know when conventibapproaches to the mind/body problem

are dualistic.

Requirements of MonismTwo requirements are needed to formulate a true mpasm
opposed to a dualism or a one-sided dualism:

#1 — A monism cannot postulate two completely differenities (or ontologies) — such

as a material reality and an immaterial realitym@nism requires, by definition, only

one basic reality, preventing the inevitable incompatybdittwo differing realities.

#2 — A monism must account for the basic qualities of botid and body, including, but

not necessarily limited to, agentic responsibility and lgiclal predictability. In other

words, a monism cannot be attained by arbitrarily ignowaedeting, or destroying one
aspect of these qualities.

We assume that Requirement #1 is noncontroversial be@monism, by definition, is
the postulation of one basic reality, though this reafihy have many qualities or “aspects.”
Requirement #2 is also straightforward but some readayswed further justification.
Basically, there are two reasons why a monism cannbased on the arbitrary elimination of
the qualities of one side of a conventional dualismstF& monism is not a monism just because
someone says it is. In other words, the arbitediniination of one side’s qualities, such as
agency, implies that this elimination occurs without appate evidence or rationale. Agentic
gualities are not so much eliminated as left unaccounteat ignored. As mentioned, there are
some neuroscientists who would argue that research hamdated the nonexistence of
agentic qualities (e.g., Churchland, 1986). However, as Hedcabove, these arguments stem

from theories or interpretations, not data. Ther®isieuroscience evidence against agency;,
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there are only assumptions and interpretations made #i@déata, such as materialism, that
omit agency as a consideration rather than elimina@e a mode of explanation.

This omission of agency hints at the second reasdRdquirement #2. Even if one side
of a conventional dualism is appropriately eliminated fmmsideration (the first reason), this
elimination does not necessarily imply that the geneaahéwork associated with dualism is
itself eliminated. For example, the notion of “elinting one side” itself assumes that the two
sides operate independently of one another to some dedmesther words, it assumes that the
two sides are not so interconnected that the elinoinatf one side also eliminates the other side.
This assumption of self-containment and independentsei$ & defining assumption of dualism
(see Chapter 5 on “atomism;” Richardson, Fowers, &6an, 1999; Slife, 2004).
Consequently, if Requirement #2 is not met, dualism masnpécit.

Let us now apply requirements #1 and #2 to conceptions ofiticeand body in
psychology. Conventional dualisms, such as Freud’syhi{&rapter 5; Rychlak, 1981), violate
the first requirement because they postulate two contpldiféerent realities — the immaterial
mind and the material body. However, one-sided dualisenpist as problematic. As
mentioned, many neuroscientists have contended thatiahiatar— the sufficiency of the body —
is itself a monism (Churchland, 1994). The problem is thatsufficiency eliminatesather
than_accounts fathe basic agentic qualities of the mind, such as meanahgeaponsibility —
violating Requirement #2 (see “Agency”’ section above)similar problem occurs with another
type of one-sidedness, the sufficiency of the mind, siomes considered the monism of
idealism. Here, for example, agency alone (e.qg. viileis sometimes thought to explain or

account for human behavior (cf. Slife & Fisher, 2000)t, ¥as one-sidedness cannot be a



Monism 17

monism because it omits the import and qualities of tbiedpical, also violating Requirement
#2.

The point is that the notion of sufficiency, eitherrfr the body or the mind, is
incompatible with monism. Giving special reality statuene side of a dualism — particularly

through theoretical assumption rather than empiricidlesice — does not account for the

gualities of the other sideindeed, the heart of the mind/body problem is thattiadities of

each side of the dualism cannot account for, or be redac#te qualities of the other side. As
described in the section above, the mechanistic bodymiteappear to account for the agentic
mind, and the agentic mind does not seem to account fpredectability and automaticity of a
healthy body, at least as conventionally conceivedglB& Chartrand, 1999; Park, 1999).
Somehow, both properties of the mind and the body mufstligencluded in a true monism
(Requirement #2).

Our proposal in this light is a deceptively simple one:psopose that the mind and the
body are necessargther than sufficientonditions for understanding and explaining human
behavior. No one condition can be sufficient ielitfor explanation and understanding.
However, each condition plays an irreducibly necessae in understanding human behavior in
the same way that each part plays an irreducibly negesda in a whole (Gazzagina, Irvy, &
Mangun, 2002; Gehring & Knight 2000). Indeed, our notion of nacgs®ndition here is best
viewed as analogous to a part of a metaphoric whole (Bb98&@). Each individual part has a
distinct role in the whole, yet each of these raasnited in a mutually constitutive arrangement
of parts —the whole. In other words, each part hascque and unduplicated function in the

whole, but each part plays a pivotal role in the gesliaf the other parts, and thus how this
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uniqueness is expressed. To make this clear, we pause troeilyhe mind and body here to
explicate the qualities of a whole.

Holism. First, let us see how the qualities of a whole rieetequirements of a monism
above. Beginning with Requirement #2, how does a whioe &ach part to have its own
qualities or role without other parts dictating those geaslior reducing them to their own
gualities (i.e., sufficiency)? The key is that eactt paa whole is unique and irreducible,
meaning that each part cannot be reduced to or explained bthdreparts. This irreducibility is
evidenced by two commonsensical qualities of any wholet, Rigart’s very existence within a
whole depends upon its being uniquely differentiated and iteshaka part. Second, and
perhaps more importantly, each part is a necessarytioonfbr the whole. Each part has a
distinct and necessary status because deleting any orgeptidys or changes the identity of the
whole.

Consider a simple stick figure. Removing its legs chatiges/hole from a stick figure
to a symbol for a female. Also, simultaneous with thiange in the whole is a change in
meaning of each part. The “circle” at the top of thekdigure, for instance, loses its headness
in this change. Consider also the explanation foagic plane crash many years ago (T,ime
1979; Slife & Lanyon, 1991). All the conditions that causeddiash — the wind sheer, the
weight of the fuel, the design of the plane, the tersdrength of the rivets — were simultaneous
and necessary. If any one condition were absent;ash evould have occurred. The point with
both of these wholes — the stick figure and the caui®egilane crash — is that all elements or
parts are irreducibly necessary conditions for thelevtibe the particular whole it is. Each part

is distinctly and uniquely needed because its eliminasidime elimination of the unique qualities



Monism 19

of the whole itself. This irreducibility satisfiesetisecond requirement of a monism because
holism preserves the basic qualities of each part.

Does holism satisfy Requirement #1? That is, doesodevetiso imply one basic reality
for all its unique and necessary parts? This requiremightt seem contradictory to
Requirement #2, because the second requirement demaadslskty, whereas Requirement #1
demands inseparability — hence, the age-old difficultysolkeng the mind/body problem.
However, the qualities of a whole involve this type ialettic. The parts of a whole are
inseparable as a unit, atlte same parts cannot be reduced to one another (abhentedued
for what they uniquely bring to the whole). They ar ¢lassical definition of a dialectical
relationship: they are one and they are many, sinedtasly (Gunton, 1992; Rychlak, 1976).

Requirement #1 is satisfied because each part is irebdyidependent on all the other
parts for its very nature and qualities. All parts hawhared being and thus one reality because
they mutually constitute one another. The head oftitle figure, for instance, gets qualities
such as headness not only from its circular shapethaisdts irreducible uniqueness, but also
from its relation to the other parts — the figure’s krand legs. Another way to put this is that
the qualities of each individual part stems, at leasttesextent, from its relation to the other
parts. Studying the parts individually will not only missavqualities of the whole but also vital
qualities of each part, because each part derives jisature and meaning from its relations to
the other parts. In this sense, any substantive charageeipart changes the whole and thus the
meaning of each part.

If all things, including biological things, are wholes in thésic sense, then all the
properties of wholes just described apply to them. Inicireg] for instance, the insufficiency of

a single biological factor is well recognized. The pgtn of disease, for example, is rarely
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considered a sufficient cause for the disease itsatier conditions of the body are also
necessary, such as immune system problems, for tlitig enbecome a pathogen. Many
pathogens, such as bacteria, are often already piagestbody or its environment, waiting for
other conditions to change. Indeed, whether a factmmsidered a pathogen at all — its very
nature — depends on a multiplicity of other factorsthim sense, these other factors constitute
pathogens. Pathogens also cannot be sufficient corglfboa disease; pathogens are only
necessary conditions, among many other necessartioosdi

As perhaps a more relevant example to neurosciengesgutology, consider the
phenomenon of depression. Hedges and Burchfield (this vpangee, for example, that
depression is better understood through necessary rasimesufficient causes. Although
monoamines were once considered to be the sufficarsecof depression, many researchers
now argue that this theory is, at best, overly sistigli Many other biological mechanisms
appear to be involved (e.g., “cascading effects;” Valensi®®6). Moreover, Hedges and
Burchfield (this volume), along with Healy (1997), note tht@mate involvement of
nonbiological factors, such as culture, in the diagrasismanifestation of depression. The
point is that single biological factors are insuffittien themselves to produce particular
cognitive and behavioral effects such as depression.

Causation and MethodThese holistic explanations challenge important wtdedings

of scientific research, including causation and therdiéic method. The notion of cayder
instance, is frequently understood as a factor thaffisisat for the effect that follows (Bunge,
1959; Rychlak, 1988). That is, no other factor is necessatiidceffect to occur; otherwise, it is
not the cause. This understanding of causal sufficienthe reason that certain variables were

originally considered to be “independent variables” in expental designs. These variables are
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thought to be independent of, and thus causally suffibaenthe effect follows — the “dependent
variable.”

The problem is that this understanding of cause and &ffmdtd mean that pathogens are
sufficient alone to cause disease. It would also ity pathogens were pathogenic by nature
and thus inherently sufficient causes of disease, whiog@ans only make sense in conjunction
with other necessary (and simultaneous) factors. Betls) in this sense, are not sufficient
causes; they are necessary causes. This distintdmbetter explains the claim that smoking
causes cancer. Smoking is a necessary and not a siféaigse of some cancers, because some
people who smoke never get cancer and some people witkr caaver smoked. Thus, holism
better explains the causality of pathogens and othercalgghenomena, because a holistic cause
only makes sense in relation to other simultaneous causes as parts derive their very
gualities from their relationship to other parts, variabl®ssidered as causes derive their specific
nature and qualities from other simultaneous variableawses. Many causes, in this sense, are
only necessary and not sufficient conditions.

Current scientific methods make it impossible to deterrmamghing more than necessary
conditions. That is, no data can indicate the cigfficy of anyfactor. All data are gathered
under conditions that include other conditions than the péactor being studied. This
situation is obviously true for correlational data. r€tion, as the research aphorism goes,
never yields causation in the sense of sufficienayother words, the factors under study are
never measured in a way that excludes the influence af faitters that are holistically related
to the factors studied. However, the “gold standard” afoecience is experimental design in
the formal sense of randomized, controlled, and double-sliies (Moncrieff, 2001).

According to method texts, these designs involve the fiaddent” variables mentioned above,
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and thus should theoretically provide causally sufficeamrtditions — conditions that are
independent of other conditions — for the dependent variablef$ects that follow.

However, these experimental designs rarely seem tatdpieted as causally sufficient
data. Reports of neuroscience studies, regardlessioéxperimental nature, rarely use causally
sufficient terms, such as “produces,” “causes,” or “states,” to describe their findings. As
mentioned above, researchers frequently use termsiatssbwith necessary conditions, such as
“is implicated in” or “plays a role in,” as in “neuiibfillary tangles play a role in Alzheimer’s
disease.” We believe there are two reasons fontdusssary-condition terminology. First,
neuroscientists recognize the distinct possibility tther, perhaps unrealized necessary
conditions may also “play a role” in their findings,the best tradition of medical research (e.g.,
pathogens). As explained earlier, this recognition doesew#ssarily mean that they have given
up materialistic sufficiency, because they may asdinatethe other necessary conditions are
exclusively biological.

Second, neuroscientists intuitively understand the fratyuenacknowledged limits of
scientific method. Even the most highly controlleggperimental studies—a truly
experimental design—contains factors other than the indepenariables that contribute to the
study's outcome. These factors may be controlled oredjaatoss experimental groups or
conditions, but they are never eliminated. Their infaeeis present and still necessary to
whatever effect occurs. For instance, the influenggaifity in most earthbound experiments
may be taken for granted and even measured as equa agpesimental conditions. However,
this control and this equality do not mean that gravityoisa necessary condition for whatever

occurs, or that the loss of gravity would not changeotitcome of whatever occurs.
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These understandings of causation and scientific mdtaeel significant import for
neuroscience. Taken together, they imply that evidehcausal sufficiency is not possible with
current research. Inherent method limitations mbanibferences about causal sufficiency are
always over-inferences; researchers have evidence edsay and not sufficient conditions.
Consequently, a necessary-condition framework, subblegsn, better fits neuroscience
findings than a sufficient-condition framework, sashmaterialism. As we will also see, a
necessary-condition approach better accounts for i@ amd the body, not to mention the
relation between the two.

Mind and Body as Holistic Monism

A holistic monism means that the qualities of mind andiytare necessary rather than
sufficient conditions. Both sets of qualities are yieafen pivotal, to understand the behaviors of
a person, yet neither set is sufficient to explainegiitself or the person as a whole. Agency is
not present in a nonfunctional body, and biology ismeaningfully human without human
agency. Still, agency and biology are not identicabducible to each other. Our biology is not
solely a product of our will, and our will is not sol@yroduct of our biology.

In this sense, mind and body can each be understood ag lsausalmport — ifwe
understand causation in the holistic way described abGaeisation from this perspective
cannot be a sufficient condition for an effect. A @issonly a cause in its relation to other
conditions (e.g., the pathogen). A decision or a ehaicthis sense, is only a mental cause in
relation to its constitutive biological causes. Indebkdse necessary causal conditions are all our
methods can ever tell us about mind and body, becauseethmwas do not exclude all other
conditions. Agentic conditions are not excluded inaegeon the body, nor are biological

conditions excluded in research on agency. (See Ryct888 and Howard, 1994 for examples
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of empirical research on agency.) Indeed, if monigticsm is correct, neither set of qualities

could be excluded because humans_are embodied agents

Embodied Agency “Embodied agency” means that agency occurs in anddghrthe

context of the body, or the body occurs in and througlctimtext of the agent (cf. Brown,
Murphy, & Maloney, 1997). That is, agency is manifestedmal is not separate from, the body.
However, this one basic reality — this monism — of twairtis qualities may seem contradictory
to many readers. After all, the body has traditionéign associated with mechanistic
predictability, while agency has traditionally been asged with an unpredictable, “free” and
thus independent will. Fortunately, however, both thesditional associations are just that —
associations. Viewing the body as a mechanism istarpnetatiorof its predictability — not a
fact of its predictability. The predictability of the bodgn be understood in other ways, with
other interpretations, as we shall see.

Likewise, viewing agency as completely unpredictabldsis an interpretation. In fact,
this view is likely to be a misterpretation, because agentic theorists rareyef, see agency
as completely unpredictable (Howard, 1994a; Howard & Cgn@36; Rychlak, 1988; Slife &
Fisher, 2000). Many agentic theorists, for examplesidan a person’s agency — their choices,
meanings, etc. — to be aligned with a person’s goals apdges, so that any assessment of
goals, reasons, and purposes is a good predictor of ageinaiarl$, a person’s behavioral
history is an indicator of prior choices, goals, and mmregs — all, in this sense, potential
predictors of a person’s agenty.

The notion that agency is unpredictable stems froonan@n but false dichotomy — that
natural events are either determinate or indeterminageiradcientist Pinker (2002) exemplifies

this false dichotomy when he alludes to Hume'’s forKitHer our actions are determined, in
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which case we are not responsible for them, or thethareesult of random events, in which
case we are not responsible for them” (p. 178). E#kents are “caused,” and thus determined
by and related to other events, or events are uncausédrare; and thus undetermined and
unrelated to other events.

Most scientists have rightly assumed that the woritsists of many related events.
Otherwise, there is little reason to do sciencehdfworld consists only of unrelated events and
there is no order, then the world is chaotic or e@mdom, with no scientific knowledge
available. The problem is that if agency and free avél not determined, as we have described,
then agency fits better the indeterminate side of thisotbomy and becomes the enemy of
science and knowledge. In a leading methods text irp&ygy, for example, Heiman (1995)
assumes not only that free will is essentially udmtable or random in this indeterminate sense,
but also that free will is fundamentally unrelatedngthing else — otherwise, it is not “free” and
independent.

This misconception of agency is significant becausasti&éd many scientists to assume
that agentic explanations cannot account, even infpatheir findings of predictability.
Similarly, it has led many to assume that any reasonewsé of predictability is an indication of
deterministic results. For example, the behaviorsadt college students are fairly predictable
at the end of class — they leave. The dichotomy wraenate and indeterminate events would
lead us to presume that this predictable behavior was aegseterminate in the causally
sufficient sense; the students had no real choiceoldaave. Yet, there is nothing about this
predictability that prohibits the students’ own self-getestagyoals and choices — their agency —
from being a necessary condition in this behavior. rTpr@dictable behaviors could stem from

consistent choices and overall goals, which are theesé&eely chosen. The predictability of
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the body and behavior, from this perspective, occurscassequence @gency, not in spite of

it (Howard & Conway, 1986; Rychlak, 1988; Slife & Fisher, 2000).

Consider, for example, how agentic factors contriboitédé¢ neuroscience and predictable
findings of Baxter et al. (1992) and Schwartz, Baxterttidaand Phelps (1996). In
investigating the neurological effects of certain therapgubcesses, these researchers
demonstrated that consciously and willfully withholding @lssee-compulsive behavior had the
same eventual effect on distributions of neural activityeasured by positron-emission
tomography (PET scans) — as the recommended drug (clomipjdorimdsessive-compulsive
disorder. In other words, these findings indicate dig@intic factors, such as exerting one’s will
to consciously withhold certain behaviors, can be justffastive as biological factors, such as
drugs, in predicting even the neurological outcome ofrreat for obsession-compulsion
disorder.

Mind/Body System An embodied agentic explanation also moves us &waythe

spatial and self-containment metaphors of Descartaeth DMéscartes, the mind and body reside
in separate “spatial’ locations, with the qualitiesath considered to occur in self-contained
and relatively independent entities. However, with tHeshoof embodied agency, mind and
body are viewed as parts of a larger system in which amadoody mutually constitute one
another. They are not, in this sense, independemfecatained. Moreover, mutual
constitution is not mutual interaction. When psychatsgydiscuss interactions, whether between
people or between variables, they typically meanrtteraction of self-contained and thus
localized entities, with the nature of each entitf-senstituted beforeteraction.

Mutual constitution, on the other hand, means that @htties contribute to the very

nature of the entity. Mind and body have a shared existevith neither being entirely
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separable or localizable in the traditional senseeréstingly, this holistic and systemic sense of
the body has been supported by recent neuroscience hesaterialist assumptions have
traditionally led neuroscientists to localize mental fions in separate spatial locations of the
brain (see Chapter 5). Indeed, holism would supportridution to some degree and predict a
unique contribution from distinct parts of the brain (Regaent #2). Still, holism would also
predict that these unique parts receive at least sotheiofjualities from their relationship to
other parts of the brain (Requirement #1). No one gahedbrain, and thus no one spatial
location, is sufficient in itself to produce the effecguestion.

Consider Broca’s and Wernicke'’s areas, for exampletil the last decade or so, these
locations in the brain were understood to be respansibsufficient for language and speaking
(Damasio & Damasio, 2000). However, recent researslinkigcated that this materialistic
understanding — both of brain function and of languageat lsgst, simplistic. Language is far
more complex a phenomenon, involving semantic and sycad structures that are not material
and thus not observable. Also, neuroscience reseasdtenaonstrated that language requires
more than Broca’s or even Wernicke’s area of thenbmacluding many neural sites linked as
systems and working in concert (Damasio & Damasio, 20Bf)ca’s area may be a necessary
condition for language, but an act of language entaitnéire system of brain functions and
locations. Damaging any one region — any one necessaditioon — affects language. Persons
might continue in some manner without the damaged reidrtheir language abilities are
greatly affected.

Widening the SystemFrom this holistic perspective, there is no needdp with the

mind/body system. Holistic monists would also includewiter system of which the embodied

agent is part — its contexhcluding its environment, culture, and history (see Chdpteris
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volume). Because holism does not limit its partsoowitoles to their locality, there is no reason
to assume that an embodied agency is solely withindinidual, bounded by our skin. This
wider system does not mean, via Requirement #2, thatevaoa separable blobs of protoplasm
or locatable in this sense. It merely means thaaneenot fully explained or understood without
this wider system (Richardson et al., 1999).

As neuroscientist Valenstein (1996) notes, “it is imposdiblunderstand consciousness
and thought without considering the psychosocial conbattriot only shapes the content of
thought, but also the physical structure of the brain1{f). Indeed, modern physics has itself
guestioned the traditional localization of materialtagi(Wolf, 1981). Increasingly, context is
viewed as a necessary condition for understanding theriadatvents of physics, such as
Einstein’s inertial frame of reference being necestangeasure motion and time (see Chapter
5; Slife, 1993). We propose a similar move, where an dimbdagent’s context is also an
irreducibly necessary condition for full understanding arplanation.

Consider, for example, the good deed. We would arguelthiatese sets of necessary
conditions — mind, body, and context — are required toustdor or explain this deed. First,
and perhaps least controversial, at least among néamtsts, a good deed requires a relatively
sound body. Good deeds simply cannot be performed witheutidlogical properties of a
relatively healthy body. Second, the meaning of “good desgliires human agency. As we
described above, few would consider a boulder that agbdns to roll passed a hiker to have
done a good deed in avoiding the hiker, because boulders armitheid and cannot have done
otherwise. Agency, then, is pivotal for a human t@pbosefully and meaningfully responsible

for a good deed.
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However, we are still missing a vital element in thedydeed. We are missing the moral
or cultural context that allows the behavior to besmbered good. That is, if we are concerned
at all about human meaning, and we must be if we arectuatfor the humanity of humans,
then we need context as well as agency in accounting fBreeds are not inherently good, nor

are deeds inherently “deeds,” withdbé cultural and moral contexts in which they ocduarthe

same sense that a word or sentence gets its meamm@ fparagraph or chapter, an action or
behavioral pattern (personality) gets its meaning framltaral context. Healy (1997, 1999)
shows, for example, how depression gets its meaninggdnitievery existence, from the context
of its culture.

Consequently, there are at letisee “parts” or three general categories of necgssar
conditions required for a complete explanation of laumynan behavior: its context (the deed is
good), the mind (the purposefulness of the deed-doer), anddiethe biological properties to
perform the purpose). We emphasize “at least” these ttonditions because we do not rule out
the possibility of more necessary conditions. Ongn@fmany virtues of a holistic monism is
that it allows the data to indicate what the necgssanditions are and where they begin and
end. In other words, the holist has no pre-investigagstrictions about the number and quality
of conditions that are truly necessary to explain hubehavior. Indeed, our own postulation of
three sets of necessary conditions is itself sulbgetetst and verification.

Our point here is that holistic monism is scientificapen to whatever investigations
yield on this issue. Conventional explanatory framewamush as materialism (body only),
idealism (ideas only), and dualism (two categories oalf{imately restrict the conditions open
to investigation beforevestigation begins. That is, these conventionahéworks are

ultimately philosophical, rather than scientific inum& Holistic monism, by contrast, carries no
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such pre-investigatory, philosophical restrictions concermimglitions. It is, in principle, open
to several creative possibilities. For example, seVeading neuroscientists have argued that
research indicates a fourth necessary conditionritusgity (e.g., Eccles & Robinson, 1984;
Popper & Eccles, 1977; Sperry, 1988, 1995). We do not mean to argu®toth condition
here. We merely wish to note the heuristic opennebsistic monism for scientific
investigation.

Research Implications

For several reasons related to research, holistic masia better framework for
neuroscience. First, it takes into account the infeklimits of current methods — namely, that
traditional scientific methods can yield only necessather than sufficient, conditions.
Second, a holistic monism is more amenable to beingd¥atan — more open to other empirical
possibilities and necessary conditions — than othereveorks. The problem is that
conventional quantitative methods have not themsélkeea open to other empirical
possibilities, favoring, as they have, the bodily #r@biological at the expense of the agentic
and the contextual (see Chapter 5). That is, traditgmantific methods were originally
formulated to investigate the observable and materialitons of natural science events. Even
studies of the “operationalized” manifestations of n@eoable factors (e.g., attitudes) do not
mean we are studying the nonobservable factor itsete(2I004; Slife, in press). Recall that
this was the initial historical impetus for neuroscigatfecusing on the mechanistic qualities of
the body rather than the agentic qualities of the mind

If holism is correct, however, then all categoriegjoélities require investigation.
Agentic and contextual conditions are just as necgssa important as biological and

neurological conditions. Perhaps more significantbycategory of necessary conditions can be
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understood fully without the other. Research methodses@ead not only to investigate less
conventional agentic conditions, such as meaning anded)diat also to complemeintthe
holistic sense the traditional, quantitative methods dbgip Space limitations prohibit a
complete discussion of this issue here. Howevegraéauthors have proposed a
methodological pluralism in which different methods, with many differing conaggittargets
and philosophical bases, complement rather than cowilictone another (Roth, 1987; Slife &
Gantt, 1999).

As an example, remember how the restriction to nadien and conventional
guantitative methods has limited our understanding of childisgmosed with ADHD (or
depression in Chapter 5). Conventional methods haveddausthe effectiveness of certain
drugs in treating observable symptoms — an obviously impassue. However, these methods
generally attempt to establish effectiveness by comgpdind excluding, through the sterility of
laboratories and the determinism of experimental debigth context and agency — two
conditions necessary to understanding the meaning &fDABNd thus the experientiaffects of
these drugs. Only recently have methods been formulaaédpecifically include context and

agency in understanding meaning and experience. Labeledijualinethodsto distinguish

them from quantitative methods, these methods targeh¢lamings of humans in their lived
experiences of the world — their understandings, intexfioes, and perceptions.

A preliminary study of children diagnosed with ADHD (Buriefd & Slife, 2003)
illustrates not only the usefulness of qualitative methodsis regard but also the conceptual
influence of materialism and determinism in the livethese children and their parents.
Preliminary results of this qualitative study show wiaking drugs for ADHD behaviors means

to these children. Foremost perhaps, the results showémy of these children view
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themselves as not agentically responsible for theinbetsassociated with ADHD. Although
they might consider themselves agentically responsibletfer behaviors, they view their
biology, not their personal agency, as responsible far‘tmgoer” or “bad” behaviors. Parents,
too, receive similar materialistic meanings. Drug takirgans to them that they are not bad
parents — that their children’s “bad” (ADHD) behaviorsdawthing to do with their parenting.
Their children’s biology is viewed as solely responsiblsudficient for these behaviors, so there
IS no point in even trying to parent them for theseab@s.

Qualitative research of this sort is important in masys. First, it complements the
guantitative research already being conducted. Inform&bomqualitative investigations could
be significant in providing complete care to ADHD childeamd their parents, not just treatment
for their physical symptoms. Second, it seems vitalileaknow the specific human meanings
associated with the diagnosis and treatment of ADIBD.we want these children taking less
responsibility for their ADHD behaviors? Do we wantgyds taking less responsibility for
parenting their children? Third, qualitative research gwability to relatively overlooked
necessary conditions in medicine and psychology — gtugkeand agentic conditions. This
visibility could not only spur more research, in new &s$ known areas, but also help
professionals to view their clients in more comprehandeneficial, and human ways.
Conclusion

Like many assumptions, materialism is rarely discusaddeaen more rarely advocated,
at least explicitly in neuroscience research. Néedess, as the results of the qualitative study
(above) reveal, this lack of explicit discussion doatsmean that materialism is not highly
influential in people’s practical lives. Many childremdetheir parents may orient much of their

behavior and attitudes to this assumption, mostly witheatreness. Indeed, there is little doubt
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that the considerable power of the pharmaceutical indisstrging brought to bear in promoting
materialism at this practical level (Relman & Angell, 2002he problem with this promotion is,

as we have shown, there is no empirical evidencthébassumption of materialism

Neuroscience has clearly demonstrated the importaner,tkg necessity, of the biological and
the physical. Still, no research has shown — indeedesearch cashow — that biological
factors are the only factors of importance. Nonlgadal factors must also be considered
seriously, even in neuroscience research.

We believe that our proposal of holistic monism wékbfacilitate this research because
it does not arbitrarily rule out agentic and contextaetors before investigation has occurred.
We are aware that valuing nonbiological and biologicetidiess may itself seem dualistic.

However,_holistic monism differs from dualism in thiegortant respectsFirst, it deals only

with explanations and interpretations of data, notitita themselves. For this reason, we are
not postulating different “realities” with these facd; we are postulating different aspects of our
interpretive framework for understanding and making sensewbscience data and related
everyday experiences. Second, the various necessatiians of our explanatory framework
are inseparable, as in any whole. Unlike Cartesian dualibere the different realities operate
relatively independently, the necessary conditiorsuofinterpretive monism are mutually
constitutive, and thus inextricably united and monistic.rdlthese necessary conditions do not
contradict the predictability of neuroscience reseaidine agency of the human body preserves
the purposefulness of humans and their biologies, wittmngtruing them as inherently chaotic
and unpredictable.

The key to making this shift from materialism to holisne, believe, lies in

distinguishing data from data interpretation. Neurosciéindings are always data
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interpretations, not “the data” themselvss there is always more than one way to intetpeste

data. The alternate interpretive framework we ofe@eh- holistic monism — takes into account
both biological and nonbiological necessary conditemd encourages new and creative ways of
doing research. Moreover, holistic monism acknowledgedimits of current research

methods, which yield only necessary and not sufficiendtions. Thus, we believe it provides

a more adequate and comprehensive understanding of meaiimgifah action, while helping

to resolve many of the controversies surrounding todatsoscience and psychology.
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